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Real Time Gesture Recognition Using 
 Gaussian Mixture Model  

   
Aisha Meethian, B.M.Imran 

 

Abstract— This paper investigates a real time gesture recognition system which recognizes sign language in real time manner on a laptop 
with webcam. Real time performance is achieved by using combination of Euclidistance based hand tracking and mixture of Gaussian for 
background elimination. In this paper gesture reorganization is proposed by using neural network and tracking to convert the sign language 
to voice/text format. The aim of research to develop a Gesture Recognition Hand Tracking (GR-HT) system for hearing impaired 
community. The experimental result shows that the proposed GR-HT system achieves satisfactory performance in hand gesture 
recognition.  

Index Terms— Neural network, GMM, Centroid, Euclidean distance, Gesture recognition. 
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1 INTRODUCTION                                                                     
The latest computer vision technologies and the advanced 

computer hardware capacity make real-time, accurate and 
robust hand tracking and gesture recognition promising. 
Many different approaches have been proposed such as ap-
pearance-based approaches and 3D hand model-based ap-
proaches [1]. Most of these approaches deal the hand gesture 
as a whole object and try to extract the corresponding mathe-
matical description from a large number of training samples. 
These approaches analyze hand gestures without breaking 
them into their constituent atomic elements that could simpli-
fy the complexity of hand gestures. As a result, many current 
approaches are still limited by the lack of speed, accuracy and 
robustness. They are either too fragile or demand too many 
prerequisites such as markers, clean backgrounds or complex 
camera calibration steps, and thus make the gesture interac-
tion indirect and unnatural. Currently there is no real-time 
vision-based hand tracking and gesture recognition system 
that can track and identify hand gestures in a fast, accurate, 
robust and easily accessible manner. The goal of this work is 
to build a real-time 3D hand tracking and gesture recognition 
system for the purpose of human-computer interaction. To 
achieve this goal, the characters of hand gestures need to be 
taken into account and the principles that can improve the 
system’s performance in terms of speed, accuracy and robust-
ness need to be applied. 

   There are several methods had been proposed in recent 
years to translate the sign language using gestures. In 1997, Ko 
and yang developed a finger mouse that enables a user to 
specify commands with the fingers as in [2]. Then, Raymond 
and  Fitzgibbon develop gesture recognition using determinis-
tic boosting[3].Other  methods  include  the  colored  glove  

based method,  skin  color  segmentation,  video  sequence  
appearance modelling  and  Hidden  Markov  Model  (HMM)  
systems  as  in [4]- [6]. Neural networks, HMMs,  distance-
based,  skin  color based,  and  other  statistical  methods  have  
successfully  solved the  sign  language  recognition  when  
considered for Word/sentence recognition, as in [7]- [12]. It 
only requires video-based data collection and hence leads to a 
better natural interface for the user. Sign language when com-
pared to the spoken language has different grammar.  In spo-
ken language, the speech is group of sentences where words 
in the sentence are linear (i.e.  One word followed by another) 
whereas in sign language, Simultaneous structure exists with a 
parallel temporal and spatial configuration. 

 
    In this paper, we focus our attention to sign language 

recognition of hand gestures. The first part of the paper pro-
vides hand tracking of observed and recorded by typical video 
cameras. The second part of the paper presents a specific ap-
proach taken to gesture Recognition intended to support natu-
ral interaction Most of the complete hand tracking systems 
comprises of three layers: detection, tracking and recognition. 
The detection layer is responsible for defining and extracting 
visual features that can be attributed to the presence of hands 
in the field of view of the camera(s). The tracking layer is re-
sponsible for performing temporal data association between 
successive image frames, so that, at each moment in time, the 
system may be aware of “ what happing there" Last, the 
recognition layer is responsible for grouping the spatiotem-
poral data extracted in the previous layers and assigning the 
resulting groups with labels associated to particular classes of 
gestures.  

The paper is organized as follows. Section II, describes 
about architecture of proposed hand tracking system. Section 
III describes Real-Time hand gesture recognition, section IV 
describes Results and Analysis, and section V draws the Con-
clusion. 
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2   ARCHITECTURE OF PROPOSED HAND TRACKING 
SYSTEM 

The system proposed in this paper is designed to recognize 
hand gesture in real-time. The technique that is used to recog-
nize hand gesture is bases on computer vision. The overall 
system architecture is shows in figure 1. The whole system of 
hand gesture recognition divided into four phases: Image Ac-
quisition, Image Pre-processing, Feature Extraction and Hand 
Gesture Recognition. 

 
 

 
Figure 1: System architecture 

 
  
 

Reading the video, Frame extraction and Pre-processing 
comes under video acquisition module. The initiation of the 
acquisition is first done manually. A camera sensor is needed 
in order to capture the features/web cam. Local changes such 
as noise and digitised errors should not change the image 
scenes and information’s. In order to satisfy the memory re-
quirements and the environmental scene conditions, pre-
processing of the raw video content is highly important [13]. 
Various factors like illumination, background, camera parame-
ters, and viewpoint of camera add complexity to the system. 
These conditions adversely affect images dramatically. The 
first most step of pre-processing block is filtering. It is used to 
remove the unwanted noise from the image scenes. 

 

3 REAL TIME HAND GESTURE RECOGNITION SYSTEM  
The communication between human and machines or between 
people can be done using gestures called sign language [14]. 
The use of sign language plays an important role in the means 
of communication method for the hearing impaired communi-
ty [15]. American Sign Language (ASL) is the 3rd most-used 
language and the choice for most deaf people in the United 
States.Now a days about 500,000 to 2,000,000 people use sign 
language as their major daily communication tool. 
     Gesture recognition is generally based on two different ap-

proaches. Primarily, glove-based analysis [16-18] where either 
mechanical or optical sensors are attached to a glove that 
transforms finger flexions into electrical signals to determine 
the hand posture [17]. Currently, the vision-based analysis 
[19–21] is used mostly, which deals with the way human be-
ings perceive information about their surroundings. The data-
base for these vision-based systems is created by selecting the 
gestures with predefined meaning, and multiple samples of 
each gesture are considered to increase the accuracy of the 
system [20]. In this paper, we have used the vision-based ap-
proach for our gesture recognition application. Several ap-
proaches have been proposed previously to recognize the ges-
tures using soft computing approaches such as artificial neural 
networks (ANNs) [21–22], and genetic algorithms [4]. ANNs 
are the adaptive self-organizing technologies that solved a 
broad range of problems such as identification and control, 
game playing and decision making, pattern recognition medi-
cal diagnosis, financial applications, and data mining in an 
easy and convenient manner. 

Hand Gesture is habitually used in everyday life style. It is 
so natural way to communicate. Hand gesture recognition 
method is used in the application area such as for Controlling 
mouse and/or keyboard functionality, 3D World, Hu-
man/Robot Manipulation and Instruction Communicate at a 
distance. This paper introduces a real time hand gesture 
recognition system. Fig 2 shows the gesture recognition hand 
tracking system. This system consists of three stages: back-
ground removal using GMM, skin feature extraction using 
HSV colour space, hand tracking using Euclidistance and fi-
nally gesture recognition. In the first stage input image of 
hand gestures are acquiesced by digital camera in approxi-
mate frame rate. In second stage a rotation, translation, scaling 
and orientation invariant feature extraction method has been 
introduce to extract the feature of the input image based on 
moment feature extraction method. Finally, a neural network 
is used to recognize the hand gestures. 
  

  
Fig 2: Gesture Recognition Hand Tracking System. 
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3.1 Skin region detection  
HSV is used to detect skin region. The range of the skin colors 
depends up on the lighting conditions, thus the HSV color 
model which is robust to lighting Change is adopted for skin 
color localization. One of the most important advantages of this 
color model in skin color segmentation is that it allows users to 
intuitively specify the boundary of the skin color class in terms 
of the hue and saturation. In this paper, the ranges of the hue 
and saturation are set in between 0° and 5° and 0.23 to 0.68, re-
spectively, as specified in [24]. Fig. 3 shows one of the segmen-
tation results. 

 
 
 
 
 
 
 
 
 
 
 

Fig 3: Skin color segmentation with background. (a) Original image. 
         (b) Segmented result. 

 
3.2 Background Removal 

 
GMM is used for background removal. Modelling the values 

of all the pixels as one particular type of distribution, we simply 
model the values of a particular pixel as a mixture of Gaussians. 
Based on the persistence and the variance of each of the Gaussi-
ans of the mixture, we determine which Gaussians may corre-
spond to background colors. Pixel values that do not fit the 
background distributions are considered foreground until there 
is a Gaussian that includes them with sufficient, consistent evi-
dence supporting it. Our system adapts to deal robustly with 
lighting changes, repetitive motions of scene elements, tracking 
through cluttered regions, slow-moving objects, and introduc-
ing or removing objects from the scene. Slowly moving objects 
their color has a larger variance than the background. Also re-
petitive variations are learned, and a model for the background 
distribution is generally maintained even if it is temporarily 
replaced by another distribution which leads to faster recovery 
when objects are removed.  

Suppose that each pixel can be represented as a mixture with 
more than one particular distribution, the GMM method main-
tains the persistence of K- Gaussians that correspond to the time 
series of background pixel values.  

For each pixel, the probability can be calculated by the fol-
lowing function: 

 
 
  

          𝑃(𝑋𝑡) = ∑ 𝑤𝑖,𝑡 ,𝜂(𝑋𝑡 ,𝜇𝑖,𝑡 ,∑𝑖,𝑡)𝐾
𝑖=1                    (1) 

   
Where Xt  is each pixel value of the tth image frame, and wi,t  

is a weight vector for the corresponding Gaussian distribution 
that can be expressed as follows 
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Where μi,t is the mean value of the ith Gaussian, and Σi,t is 

the covariance matrix of the ith Gaussian. 
 
3.3 Centroid calculates & hand tracking  
Euclidean distance is used to calculate the Centroid and to track 
the hand movement. Hand tracking is an application in field of 
tracking system .In our paper, the Euclidean distance is used to 
track the hand because of its simplicity and effectives. The Eu-
clidean distance between two points A(x1, y1), B(x2, y2) as 
shown in Fig. 4(a) is Calculated as follows [24]:  
        
              Euciliddist(A, B) =   
                                                         �(x1− x2)2  + (y1− y2)2     (3)                                                                                                          
                                                                                                          
                                                                                                         

Assume that in current frame, two hands are detected. The 
center of each hand is denoted as ci(xi, yi), and the hand area is 
limited within a square with the parameter  ri=Eucliddis(Chi, 
Boti), where the variable Boti is denoted on the bottom-right 
corner of Fig. 4(b). The green line in Fig. 4(b) indicates the trace 
of the hand in previous frames. The tracker in frame t has two 
parameters: center t(x, y) and the distance dt.  Now, the task is to 
determine center t(x, y) belonging to which hand. Because the 
detection was implemented in real time, the distance between 
the center of hand I in frame t and frame (t+1) is mostly less 
than ri. Thus, the distance dist i(x, y) between ci(xi, yi) and cen-
ter t−1(x, y) is computed. If the minimum value of dist i(x, y) is 
less than r1, then ci(xi, yi) is the new point for tracking. Accord-
ing to Fig. 4(b), the satisfactory condition for tracking is dist1(x, 
y) < r1. Then, the center t(x, y) is assigned to C1(x1, y1). As a 
result, even a traced hand suddenly disappears; the system is 
still able to track the correct object after it appears again. 

Fig 4: Hand tracking example. (a) Euclidean distance. (b) Tracking meth-
odology [24]. 
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                                         (a) 

3.4 Real time hand gesture recognition 
 
The primary step in gesture recognition systems is the detec-

tion of hands and the segmentation of the corresponding image 
regions. A large number of methods have been proposed in the 
literature that utilize a several types of visual features and, in 
many cases, their combination.  In this paper Neural Network is 
used to recognize hand gesture. Neural Network creates new 
networks. Basic of Neural Network is Euclidean distance. There 
are three layers in neural network. They are three types of lay-
ersInput layer, Inner layer and Output layer. The number of 
inner layers gives the perfection of the system. Properties of 
neural network are Training and Testing. In the gesture classifi-
cation stage, a simple neural network model is developed for 
the recognition of gestures signs using the features computed 
from the video captured. Assumptions are made that there is no 
overlap between the two hands.Sign language recognition using 
neural networks is based on the learning of the gestures using a 
database set of signs. 

 
 4 .EXPERIMENTAL RESULTS  

 
 The system is implemented using MATLAB tool box and 

made the work easy because of the simplicity in design and 
easy use of toolbox. General software that can perform gesture 
recognition is MATLAB, Microsoft Visual C#, Microsoft Visual 
C++, and Microsoft Visual Basic etc. The most common soft-
ware used are MATLAB and Microsoft Visual C# both of which 
are very powerful tools. MATLAB is chosen over others because 
it is a high-performance language for technical computing, per-
fect for speeding up development process as it allows the user 
to work faster with the features of toolboxes and provides ease 
and flexibility to the design of the programming. It is a tool of 
choice for high-productivity research, analysis, and develop-
ment. It is preferred based on the previous research developed 
by Maung [25], Maraqa and Abu-Zaiter, [4] and on the review 
in [27, 28]. It integrates programming, computation, and visual-
ization in user-friendly environment where problems and solu-
tions are presented in common mathematical notation [29]. Also 
in industry, MATLAB tool is widely used for high-productivity 
research, development, and analysis [29]. 

 
 

4.1 GR-HT SYSTEM 
 
The main objective of this paper is to track a hand and sys-

tem is designed to recognize simple gestures or signs act as a 
media of communication for hearing impaired people. The de-
sign is very simple and does not require any kind of gloves also 
the system is applicable to different backgrounds. In this im-
plementation, Microsoft LifeCam VX -700 is used for testing in 
real time, and the captured images are of size 160 × 120 under 
30 f/s with natural lighting conditions. The Toshiba laptop with 
CORE i3 2.4GB and 4GB RAM is employed as the platform.  

For training date the user has to keep the hand in front of the 
webcam to specify one or more regions on the hand to generate 
the color distribution at the initial stage. Before testing, samples 
are processed with the histogram equalization for resist against 
the lighting effect.  In our paper, the processing time highly de-

pends on the complexity of the background. The Figure 5 repre-
sents the output of the Gesture Recognition Hand Tracking Sys-
tem Performed using the MATLAB.  

 
 

 

                                                                                                                                     
(b) 

 
  Fig 5: The Gesture Recognition Hand Tracking System.(a) hand tracking     
system,(b)  gesture recognition.  
 
 
5. CONCLUSIONS 

This paper presents to recognize hand gestures in real-time 
with one camera as the input device. This architecture considers 
the hierarchical composite properties of hand gestures and 
combines the advantages to achieve real-time vision-based 
hand tracking and gesture recognition. 

The goal of this paper was to reduce the required tracking 
time and further reducing   the complexity   in computation at 
tracking phase. According to the experimental results, the above 
tasks were achieved; meanwhile the tracking accuracy was 
maintained high. The signs for all the alphabets from A to Z are 
being recognized using the neural networks architecture. The 
advantage of using the neural networks is high processing 
speed so that the results in real-time manner. It is also advanta-
geous as even noise corrupted , the signs can still be retrieved. 
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The system can detect and extract human hand from complex 
image that is an image where a human body is appeared, modi-
fy the system so that it can work in any lighting condition and 
expand the system to recognize the hand tracking. 
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